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Editorial

Can we truly assert that the world is now entering a new epoch in human history, an epoch to which the name
the age of artificial intelligence might rightly be given? Every innovation, after all, unfolds through a process in
which the contours of the present are shaped and defined. In this respect, the future envisioned by artificial
intelligence imposes itself upon the present, even while it still belongs to the domain of the unknown. Thus,
the horizon of expectations surrounding AI remains charged with the risks of uncertainty. The fields in which AL
exerts influence are vast and heterogeneous: from the natural sciences to industry and diverse sectors of the
economy, and ultimately to the realm of predictive analysis.

Itis increasingly difficult to imagine the progress of medical science apart from the achievements of this techno-
electronic and computational revolution, just as it is difficult to imagine machines functioning without this ‘mind’.
The same observation holds true across a multitude of disciplines. Yet, the presence of artificial intelligence
within literature, philosophy, and the humanities may not mirror its role in the aforementioned fields. Here, a
more fundamental question emerges. Can artificial intelligence be meaningfully separated from the very forms
of intelligence that human beings themselves produce? The answer, it seems, must be in the negative. This
problem is among the most urgent challenges confronting the humanities today.

Consider, for example, the case in which we pose to artificial intelligence a historical question concerning a
contested figure. The response, at best, would be a compilation of opinions already known to us — opinions that
may themselves be subject to conflicting ideological interpretations. The same difficulty arises across the social
sciences more broadly. This leads us to a crucial recognition: human intelligence inevitably exerts authority over
artificial intelligence. The more human intelligence furnishes AI with knowledge, the more capable AI becomes
of responding to it.

Such considerations invite larger philosophical questions concerning the place of the human being in the world
and the fate of humanity itself. Can artificial intelligence, as some optimists maintain, truly perform the same
functions as naturalintelligence? Can it, perhaps, even enhance human intelligence? Yet nothing — no matter how

advanced — can serve as a substitute for that genius which resists instruction and remains irreducibly human.

- Editor in Chief
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Artificial Intelligence and the Ethical Dilemma (Philosophical Reflections on the Machine Age)

Artificial Intelligence and the Ethical Dilemma
(Philosophical Reflections on the Machine Age)

Ehsan Ali abdul-ameer

I. The Intersection of Artificial
Intelligence and Philosophy

The rise of artificial intelligence (AI) marks a pivotal
moment in human civilization — one that goes far beyond
technical innovation to represent a phenomenon that poses
some of the most profound philosophical questions of our
time. Coined by John McCarthy in 1955, the term ‘artificial
intelligence’ refers to a range of technologies and algorithms
designed to simulate human cognition. The information
revolution, therefore, is not merely about inventing new
tools, but is a seismic shift that challenges long-held beliefs,
which were once thought to be uniquely human.
Addressing the ethical dimensions of AI demands a rigorous
philosophical inquiry that transcends purely technical
considerations to engage with foundational questions
relating to the philosophical underpinnings of AI, the
possibility that AI may exceed human intelligence and the
expectation that it may acquire consciousness, emotions
and free will.

Historically, the relationship between philosophy and
technology is deeply rooted. Greek philosophers,
such as Plato and Aristotle, regarded technology as
a means of imitating or transcending nature. During
the Renaissance, Francis Bacon emphasized its role
in improving human life. In the 19th century, Ernst
Christian Kapp viewed technology as an extension of
human faculties. These philosophical roots confirm that
the ethical dilemmas posed by AI are not entirely new,
but part of an enduring inquiry into human nature and

man’s relationship with their creations.

Having said that, this article explores the complex
relationship between AI and consciousness, examines
the major ethical challenges AI poses, considers
philosophical frameworks that may guide its development,
and reflects on the future of human existence amid rapid

technological acceleration.

I1. Intelligence and Consciousness:
Existential Questions in the Machine Age

A. Weak Al vs. Strong Al

In the field of artificial intelligence, a fundamental
distinction is often drawn between two main types: ‘Weak
AT’ and ‘Strong AI'. The former is based on databases and
programmes pre-loaded into computers, such as ‘Deep
Blue’ —the first computer programme to win a chess
match against a reigning world champion under regular
time controls. It played world champion Garry Kasparov
and defeated him. Such systems are highly efficient at
specific tasks but lack understanding or awareness.

In contrast, ‘Strong AI’ refers to hypothetical systems
capable of fully replicating human intelligence, including
consciousness, emotions, and free will.

B- The Problem of Machine Consciousness:
can a machine think, feel, or choose?

Central to the philosophical debate is the question:
Can intelligent machines evolve into conscious robots?
Since Descartes, consciousness has been a cornerstone
of philosophical inquiry, especially in defining the
relationship between self and nature. Hegel, for example,
structured his philosophical system around the concept

of self-awareness.

[ 31
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Artificial Intelligence and the Ethical Dilemma (Philosophical Reflections on the Machine Age)

Consciousness is widely regarded as the most distinct
aspect of the human mind —a phenomenon that remains,
in many ways, “a truly perplexing mystery.”

In fact, philosophical approaches to consciousness vary.
Let us take, for example, the ‘Reductive theories’. They
attempt to explain consciousness by reducing it to external
phenomena. Behaviorism equates it with observable
behavior, physicalism with brain states, and functionalism
with computational processes. However, philosopher John
Searle rejects such reductions, asserting that consciousness
is “a real phenomenon that cannot be dismissed.” This
divergence remains a central philosophical barrier to creating
conscious machines: simulating consciousness requires
understanding its essence — an understanding still elusive.
From a different perspective, American philosopher Daniel
Dennett describes consciousness as an ‘illusion’. He
challenges the ‘Cartesian theater’ that posits a central,
unified self-distinct from material nature. Dennett suggests
there is no perfect and abstract self within the brain — only
multiple processes interacting dynamically. Under this
materialist framework, machines, in principle, can develop
consciousness through mathematical and natural laws. This
opens the door to discussing whether AI may eventually be
granted moral consideration or rights.

However, many philosophers still argue for the uniqueness
of human intelligence. Doubt, interpretation, creativity,
philosophical reflection, and moral deliberation are
capabilities that machines may never attain. Linguist Noam
Chomsky emphasizes that the human mind’s use of language
— its novelty, generativity, and contextual appropriateness
— cannot be replicated by machines. These qualities,
Chomsky argues, remain distinctly human, highlighting the
fundamental divide between mechanical computation and
profound human consciousness. No matter how advanced,

AI will remain a tool — lacking an autonomous moral self.

I1I. The Ethical Challenges of Artificial
Intelligence: Issues and Concepts

With the rapid expansion of AI across sectors, a number of

pressing ethical issues have surfaced. These are not limited

to technical design or implementation, but extend to
fundamental philosophical questions concerning justice,
privacy, and moral responsibility.

A. Bias and Fairness

Bias is among the most significant ethical concerns in
Al Systems often inherit biases from the data on which
they are trained, potentially leading to unfair outcomes.
For example, hiring algorithms may disadvantage certain
demographic groups based on historical data patterns.
This bias is not just a technical glitch; it reflects structural
inequities embedded in society.

Besides, bias can emerge at every stage: in defining
the problem (e.g., design bias, framing effects), data
preparation (e.g., sampling bias), model building (e.g.,
algorithmic bias, omitted variable bias), and model testing
(e.g., confirmation bias, observer bias).

Based on such arguments, one may claim that striving to
create ‘bias-free’ Al faces a philosophical paradox: the
very humans tasked with creating ethical AI systems are
themselves prone to cognitive bias. This reveals a deeper
tension: how can imperfect humans build perfectly
ethical machines?

B. Privacy and Data Protection

Al’s capacity to process vast amounts of personal data
raises significant concerns about privacy, surveillance,
and consent. For instance, advertising companies may
exploit private data to target users without their informed
permission.

The right to privacy must be respected across the Al
lifecycle, especially in accordance with domestic laws and
international standards. Beyond mere data breaches, the
ethical stakes involve our very identities. Algorithmically
constructed digital profiles can diverge significantly from
our authentic selves, raising fundamental questions
about autonomy and representation.

C. Transparency and Accountability

The ‘black box’ nature of many AI models presents a serious
ethical dilemma: how can decisions be trusted if they cannot
be understood? Lack of transparency undermines both

accountability and public confidence in Al systems.
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Artificial Intelligence and the Ethical Dilemma (Philosophical Reflections on the Machine Age)

In addition, accountability demands that AI decisions
be traceable and explainable, particularly when they
carry risks of harm. Yet, assigning responsibility
remains complex. When AI systems malfunction, who
is to blame? Philosophically, accountability implies
knowing the causal chain behind actions. Opaque
AI decision-making challenges our ability to assign
responsibility, undermining principles of justice and
democratic oversight.

Related to this is the ongoing debate around ‘moral
agency’. Can Al be considered a moral agent? Some
philosophical argue with a ‘big no’! Machines, they believe,
lack emotions, intentionality, and free will.

D. Safety and Security

Al systems must be designed with reliability and security
in mind because their failures can pose significant
societal risks. They have to have built-in mechanisms to
prevent harmful incidents. Thus, Al safety must include
risk assessment, harm mitigation, and assurance that
systems serve legitimate human goals. When autonomous
vehicles, for example, fail to recognize pedestrians as
human beings, or when they are not trained to handle
certain failure modes, they may cause fatal consequences.
IV. Philosophical Frameworks for Al Ethics

To address the ethical concerns, several philosophical
frameworks can be applied to guide Al development and
the optimal use thereof. These may include:

A. Deontological Ethics

Deontological (duty-based) ethics holds that actions
are ethical if they conform to universal moral rules,
regardless of consequences. In Al, this translates to
embedding rule-based ethical codes into machines, such
as Isaac Asimov’s famous ‘Three Laws of Robotics’, which
stipulate that a. A robot may not injure a human being or,
through inaction, allow a human being to come to harm.
b. a robot must obey the orders given it by human beings
except where such orders would conflict with the First
Law, and c. A robot must protect its own existence as
long as such protection does not conflict with the First

or Second Law.

However, real-world scenarios often involve conflicting
duties. What happens if following a command would harm
another person? How should AI navigate such moral
tensions?

B. Utilitarian Ethics

Utilitarian ethics focuses on outcomes - specifically,
choosing the action that yields the greatest benefit for the
most people. Applied to Al, this means designing systems
to maximize societal good.

Yet, utilitarianism faces challenges in edge cases. For
instance, should a self-driving car prioritize pedestrian
safety over its passenger? These scenarios, while ‘optimal’
in theory, often conflict with deeply held human intuitions
about individual rights and dignity.

C. Virtue Ethics

Virtue ethics follows a different approach. It shifts the
focus from rules or outcomes to moral character. Applied
to AI, this approach suggests that systems should
embody virtues such as empathy, fairness, and kindness.
This requires designing algorithms that not only execute
decisions but also understand the intent behind them and
consider social consequences.

The University of Tokyo’s ‘Intentional Intelligence’ project
—developed in partnership with Open AI —aims at building
algorithms grounded in context and ethical meaning,
using cross-cultural values, including those from virtue
ethics. This represents a shift toward creating Al that
can navigate, morally, ambiguous domains like medicine,
education, and law.

D. Existential Ethics
Existentialist ethics is concerned with freedom,
personal responsibility, and meaning in a world devoid
of inherent structure. Al threatens to erode human
‘existential intelligence’ — our ability to ask and answer
life’s most profound questions.

Delegating core human decisions to AI may diminish
human autonomy. The gradual outsourcing of critical
judgment to machines invites deeper reflection: What
does it mean to be human when decisions central to

our existence are no longer ours to make?
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E. Post-humanism and Its Philosophical Challenges
Post-humanism advocates enhancing the human condition
through technologies such as Al and genetic engineering.
It envisions a future in which humans transcend biological
limitations like aging, diseases and death, and reach a
new stage of human development. Proponents of this
perspective regard artificial intelligence as the primary
agentin actualizing these aspirations, insofar as the human
being is increasingly able to incorporate such technologies
into both body and mind, thereby transcending former
limitations and advancing the horizons of human potential.
However, post-humanism raises complex ethical
questions. It challenges human exceptionalism and the
separation between mind and body, blurs the boundaries
between humans and machines and between man and
nature. Furthermore, it entails a redefinition of human
identity, threatening the human aspect with the loss of
its nature, and prompting us to pose profound existential
questions concerning the need for a profound reevaluation
of what it means to be human: What constitutes a
‘human’? Who decides what counts as ‘enhancement’
of the human body versus ‘corruption’ thereof? In fact,
striving for the realization of post humanism compels a
philosophical argument about whether the efforts aimed
at the ‘enhancement’ would risk the loss of the essence of
our humanism and create new forms of inequality between
the humans who seek enhancement and those who do not.
F. The Problem of Organizational Slowness

Technological change, especially in AlI, proceeds at
unprecedented speed. In contrast, legal systems, ethical
norms, and institutional frameworks evolve slowly.

This discrepancy results in a ‘legal vacuum’ or ‘ethical lag’:
technologies are deployed before their implications are
fully understood or regulated. This can lead to unforeseen
harms and the normalization of practices that may later be
deemed unethical. This philosophical challenge calls for a
more proactive and flexible approach to formulating ethical
and legal frameworks. It, in fact, underscores the urgent
need for proactive, adaptive ethical governance.

G. Environmental Ethics

Al’s ethical implications extend beyond the human realm
to include environmental impact. From natural resource
extraction to energy-hungry data centers, Al can contribute
to ecological degradation.

UNESCO'’s Principles on the Ethics of Artificial Intelligence
stress the importance of evaluating technologies through a
lens of sustainability, in alignment with the UN’s Sustainable
Development Goals.

V. The Necessity of Human Supervision

Despite AI's unprecedented capabilities, global ethical
principles emphasize that the final responsibility must
remain with humans. AI should support — not replace
— the human judgment in decisions with irreversible
consequences.

This presents both philosophical and practical challenges:
How do we design systems that are powerful and
autonomous, yet remain under ethical human control?
Human supervision must involve more than technical
control. It demands moral literacy — the ability to detect and
correct bias and ethical contradiction. In reality, preserving
human accountability is essential to building trust in Al and
ensuring it remains a servant, not a master.

The international community has recognized this
imperative. UNESCQ’s 2021 General Recommendation
on Artificial Intelligence outlines guiding principles for all
stakeholders, grounded in respect for human dignity, human
rights, and democratic values. These include transparency,
interpretability, data privacy, and accountability — principles
aimed at cultivating a just, inclusive, and peaceful global
society.

In conclusion, it is imperative to state that the evolution
of artificial intelligence cannot be isolated from the deep
philosophical dialogue surrounding human values. The
ultimate aim should not be the creation of omnipotent
machines, but the development of ethical Al systems
that enhance human flourishing. This requires aligning
technological progress with moral reflection — to ensure Al

contributes to a brighter, more just future for all humanity.
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